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Abstract. In this paper nonlocal quasi-hydrodynamic mathematical models describing non-equilibrium physical
processes in semiconductor devices are considered. These processes cannot be adequately described with conven-
tional drift-diffusion models. The primary numerical difficulty arises in the energy balance equation. Details of
the discretisation for the continuity equations will be described along with a transformation of the energy balance
equations to give computationally convenient forms. Effective exponential difference schemes are constructed and
applied to modelling transport phenomena in semiconductors. Stability conditions, computational convergence
and algorithmic realisations of the proposed schemes are discussed and numerical examples are given.
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1. Introduction

During recent years microelectronics has provided a wide range of challenging mathematical
problems. Amongst them are problems in describing the electron-hole plasma in semicon-
ductor devices, plasmo-chemical etching, ion lithography, fluid and gas epitaxy processes and
crystal growth. From the mathematical-physics viewpoint, a number of problems in compu-
tational microelectronics can be reduced to mathematical models involving stiff systems of
ordinary differential equations and nonlinear partial differential equations including systems
of the Navier-Stokes type and the kinetic Boltzmann equations with its variants [1, 2].

Technological advances in the field of microelectronics foster interdisciplinary research
between mathematicians, physicists and engineers. The application of many classical algo-
rithms to problems of computational electronics encounters serious mathematical difficul-
ties and technological trends require continuous development of new and efficient numerical
techniques. The problems of computational microelectronics become a challenge for applied
mathematicians, and as a consequence, a great impetus to the further development of effective
numerical methods.

The degree of integration in microelectronics and high configuration density with increas-
ing power density of scattering lead to a situation where the problem of accounting for thermal
regimes is critical in the design of microelectronic devices. This includes: (i) the analysis
of thermoelectrical conditions of a device and the definition of functional characteristics ac-
counting for local thermal regimes of each device on a substrate [3]; (ii) accounting for the
possibility of ‘self-heating’ of devices.
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Our main focus in this paper is the latter problem. The use of Extended Drift-Diffusion
Models (EDDM) in the solution of this problem does not account for thermoflux of charge
carriers. Typically, such models are obtained under the assumption of thermal equilibrium
of charge carriers with the lattice. As a result, EDDM, similar to the classical drift-diffusion
model, cannot describe today’s semiconductor devices with sufficient accuracy.

In this work we consider and analyse non-local mathematical models which allow us to
account for non-equilibrium effects and nonlocal processes in the electron-hole semiconductor
plasma. However, an interplay between the oscillatory and diffusive character of transport
processes causes major mathematical difficulties in studying transport phenomena which gen-
erally includes both parabolic and hyperbolic modes of dynamics. This requires nonlocal
models that can describe a combined effect of long and short range forces.

We organise this paper as follows. In Section 2 we briefly describe a hierarchy of mathe-
matical models constructed on the basis of relaxation time approximations. The main empha-
sis is given to the quasi-hydrodynamic model as an important alternative to the conventional
drift-diffusion and kinetic models. In Section 3 we consider problems of flux approximations
for the continuity equation and discuss extensions of such approximations to the energy bal-
ance equation. The main focus is given to monotone exponential schemes constructed for the
discretisation of continuity and energy balance equations in the quasi-hydrodynamic model.
Stability issues for these schemes are also discussed in this section. In Section 4 we propose
two algorithms for computational implementation of the schemes discussed in Section 3. In
Section 5 we specify the choice of the initial approximation and stopping criteria used in our
algorithms. In Section 6 we present results of computational experiments. Conclusions and
future directions are discussed in Section 7.

2. Modelling transport phenomena in semiconductors via relaxation-time
approximations

In the most general setting, mathematical modelling of transport phenomena, including trans-
port phenomena in semiconductors, originated from the Liouville equation for the evolu-
tion of the position-velocity probability density. Unfortunately, all Liouville-type models for
semiconductor device modelling require the resolution of the following difficulties:
• 6M-dimensionalµ-space, used in such models, is unrealistic for modelling many of

today’s devices;
• adequate models for the driving force as a combination of short-range and long-range

interactions are not readily available [4].
In order to overcome these difficulties, it is a common practice to use a hierarchy of mathe-
matical models for the description of transport phenomena [5]. In the semiconductor device
context the basis for such a hirarchy can be provided by the concept of relaxation time. The ap-
plicability range of mathematical models in semiconductor device theory and its classification
is eventually determined by certain functional relationships between the relaxation time and
other characteristics of semiconductor plasma. Indeed, physical properties of semiconductor
plasma are characterised by a number of fundamental lengths, such as:
• De-Broglie wave length,λ = h/(m∗ṽ), whereṽ is the characteristic velocity of charge

carrier motion,m∗ is the effective carrier mass, andh = 2πh̄;
• the length of momentum (impulse) relaxation,i.e. the length of the free mean path with

respect to the momentum,λp = ṽτp, whereτp is the momentum relaxation time (the
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time that describes the exchange of (quasi-)momentum between carriers and the crystal
lattice);

• the length of energy relaxation or the length of ‘cooling’,λω = ṽ√τpτω, whereτω is the
energy relaxation time (the time that describes the exchange of energy between carriers
and the crystal lattice).

We consider devices with characteristic dimensionl for which at least one of the following
inequalities holds

l � λ, l � λp, l � λω. (2.1)

Strictly speaking, if any of the inequalities (2.1) is violated andl is commensurate with the
fundamental lengths defined above, quantum effects may essentially influence the electric
characteristics and parameters of devices such as hetero-structures with selective doping,
devices with quantum holes and heterojunctions, and thin-layer MOS devices [5].

As follows from the definitions ofλ, λp, λω, in a specific practical situation the choice
of model strongly depends on values ofṽ, i.e. on the mechanism of scattering. Within a
large range of temperatures in many applicationsλp � λω, for example, under scattering
on acoustic phonons, we expectτp � τω. Surprisingly, the range of applicability of kinetic
models may lie outside this inequality. Therefore, modelling semiconductor devices with
kinetic models (the process that typically require the application of costly computational
procedures) may not always be justified. In addition, the solution of kinetic models often
contains a great deal of redundant information. Computation with the complete kinetic model
is relatively efficient only when pair collisions of charge carriers weakly influence the charge
transfer. However, if the frequency of pair collisions is fairly high (that is the case for large
concentrations,n ≥ 1014 cm−3 and higher), then modelling of devices using kinetic models
involves considerable difficulties.

The relaxation of mathematical models in semiconductor device theory may be provided
by comparing the role of collisions with other scattering mechanisms. In this case we have to
define the range of model applicability with respect to the mean time between the collision
that characterises the momentum-and-energy exchange speed [5]. Initially, this consideration
leads to two limiting cases that are discussed below.
− Kinetic models (KM) may be efficient in the case when

τp ≤ τω � τ. (2.2)
In this case scattering of carriers on each other is not essential. Charge carriers cannot be
considered as an independent thermodynamical system, because the scattering of carriers
on imperfections of the lattice plays the dominant role. This may include momentum
scattering on charged impurity ions, as well as on acoustic/piezoelectric and optical
phonons.

− Hydrodynamic models (HDM) are confined to the case
τ � τp � τω, (2.3)

when carriers have enough time to exchange by energy and by momentum before the
scattering on phonons (and other lattice impurities) becomes essential. In this case the
electron-hole plasma (EHP) can be considered as an almost independent thermodynami-
cal system that only weakly interacts with the lattice. We do not require that the tempera-
ture of lattice,Tl, should be equal to the carrier temperature (electron temperature,Tn, or
hole temperature,Tp), but we think of the motion of the carrier system as a whole with
respect to the lattice. Using analogy with fluid dynamics, we refer to the models based
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on this reasoning as hydrodynamic. In these macroscopic models physical quantities are
averaged over the whole carrier (electron/hole) population, and the sought-for informa-
tion is substantially reduced compared to kinetic models. However, it is well known that
locally such models may not correctly describe many important physical process such as
impact ionisation caused by the influence of hot carrier subpopulations [7].

The electro-hydrodynamic model for an electron system is often written in the following
way (see [8–10] and references therein):

∂z
∂t
= ζ +

(
∂z
∂t

)
col

, (2.4)

where

z= (n, v,W)T , ζ = (F 1,F 2,F3)
T , F1 = −∇ · (nv), (2.5)

F 2 = −v · ∇v− qEeff/mn −∇(nTn)/(mnn), (2.6)

F3 = −∇ · (vW)− qnv · Eeff −∇ · (vnTn)−∇ · q, (2.7)

Tn is the electron temperature given in energetic units,n is the electron concentration,v is their
averaged velocity,W is the energy density (typically modelled byW = 3nTn/2+mnn‖v‖2),
q is the heat flow (typically modelled by the Fourier lawq = −k∇Tn), Eeff is the effective
electric strain, andmn is the effective electron mass (see Appendix for the list of notation).
During recent years attempts have been made to improve hydrodynamic models using the
method of moments and taking into account moments of higher orders [11].

A useful simplification of model (2.4)–(2.7), well investigated mathematically, is provided
by
− Drift-diffusion models (DDM). However, the derivation of the DDM is usually based on

a version of the Hilbert expansion and can be rigorously justified only for low carrier
densities and small electric fields (see details in [5]). Due to the technological advances
connected with the miniaturization and the use of materials other than silicon, this may
not be sufficient for the adequate modelling of many new devices.

As a result, the development of the next generation of mathematical models and numeri-
cal methods for their solutions has become an important challenging problem in applied
mathematics.

2.1. QUASI-HYDRODYNAMIC MODELS: THE RANGE OF APPLICABILITY AND PHYSICAL

PARAMETRISATION

A certain compromise between the model types described above gives quasi-hydrodynamic
models (QHDM). In fact, there is a number of reasons in favor of the development of models
other than hydrodynamic, kinetic and drift-diffusion types. Firstly, conditions for application
of hydrodynamic models are quite restrictive from the physical point of view. Such conditions
can be justified under conditions of strong injection or in application to low-bandgap materials
when the intrinsic concentration of charge carriers is very large. Secondly, the application of
kinetic models is connected with essential computational difficulties. Thirdly, although mathe-
matical investigation of drift-diffusion type models has achieved some maturity, these models
cannot predict important physical phenomena such as carrier heating or velocity overshoot. By
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now it is clear that drift-diffusion type models are not compatible with technological advances.
Moving to the next generation of mathematical models in this field means accounting for
non-equilibriumandnon-localbehaviour of semiconductor plasma.

A wide area of applications is confined to the situation, which may not overlap with (2.2)
or (2.3), when

τp ≤ τ � τω. (2.8)

From a physical point of view this means that charge carriers have enough time to repeatedly
exchange by energy (but not by momentum!) before the scattering on phonons becomes es-
sential. Plasma of charge carriers achieves its equilibrium after timeτ , i.e. long before the time
when the exchange between carriers and the lattice becomes noticeable. Hence, in this case our
perception on carrier temperature is quite definite. Indeed, with respect to the energy, plasma
of charge carriers can be considered as analmost independentthermodynamical system. Of
course, it is not true any more with respect to the momentum because the scattering takes
place mainly on impurities of the lattice. This approximation leads to mathematical models
of quasi-hydrodynamic type. The area of applicability of such models is wider than that of
hydrodynamic models, although physical simplifications connected with the application of
quasi-hydrodynamic type models are similar to those for hydrodynamic models (see details in
[5]).

Following [12–15], in the space-time region̄GR = {(x, t) : 0 ≤ x ≤ L, 0 ≤ t ≤ T } we
consider the following quasi-hydrodynamic model for semiconductor device modelling

∂xxϕ = q(n − p −N)/εε0, ∂tn− ∂xJn/q = F, ∂tp + ∂xJp/q = F,
∂t Ēn + ∂xQn = −Jn∂xϕ + Pn, ∂t Ēp + ∂xQp = −Jp∂xϕ + Pp,

(2.9)

where expressions for densities of carrier currents,Jn, Jp and flux energies,Qn andQp have
the following form

Jn = −qnµn∂xϕ + q∂x(Dnn), Jp = −qpµp∂xϕ − ∂x(Dpp), (2.10)

Qn = βnTnnµn∂xϕ − βn∂x[TnDnn]/q, Qp = −βpTppµp∂xϕ − βp∂x[TpDpp]/q,
(2.11)

Ēn = 3nTn/2, Ēp = 3pTp/2 are the average densities of the electron and hole systems
respectively, andF is an approximation to the contribution of the generation-recombination
(and, possibly, ionisation) processes.

The Peltier coefficients,βn andβp in (2.11) for typical Si and GaAs semiconductors take
values between 2 and 3 and can be well approximated by the following formulae

βn = 2·5+ ξn, βp = 2·5+ ξp, (2.12)

whereξn = d logµn(Tn)/d logTn, ξp = d logµp(Tp)/d logTp [13]. The first terms in the
RHS of the energy balance equations represent the velocity of Joule heating/cooling. The
second terms represent the velocity of energy losses induced by scattering on the lattice and
are modelled by the formulae

Pn = n(Tl − Tn)/τnω, Pp = p(Tl − Tp)/τpω , (2.13)
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where temperature is considered in energy units, andτnω , τpω are the average energy relaxation
times for electrons and holes respectively. We can easily include the velocity of energy ex-
change between electrons and holes (andvice versa) as well as the energy of electron and
hole subsystems due to non-elastic collisions (recombination and ionization). Without loss
of mathematical generality, we do not include these processes in our numerical procedures.
As physical support for this simplification, we note that in many semiconductor structures like
high-speed diodes and transistors, transition periods are small compared to characteristic times
of energy exchange between carriers and the time of recombination/generation of carriers.

We also assume that carriers in different valleys have the same effective temperature.
Then if ni is the concentration of electrons in theith valley we haven = ∑

i ni. In this
case properties of the carrier systems are characterized by the fact that average mobilities
(µn = µn(Tn), µp = µp(Tp)), diffusion coefficients (Dn = Dn(Tn),Dp = Dp(Tp)), and
times of energy relaxation (τnω = τnω(Tn), τpω = τpω (Tp)) are dependent on carrier temperatures
(see [13]). We can approximate these dependencies by using a number of models known in
the literature [10, 13, 16]. Typically, it is assumed that impulse scattering takes place mainly
on acoustic phonons, so that the energy relaxation time can be approximated as a sum of two
terms. The first one takes into account deformational acoustic phonons, and the second is due
to between-valley acoustic phonons. For example, for the electron system we have [13]

1

τnω(Tn)
= 1

τa(Tn/Tl)−1/2
+ exp(−h̄ω0/Tn)

τo(Tn/Tl)1/2
, (2.14)

where in the second term we use a ‘one’-phonon approximation (h̄ω0 is the mean energy
of an optical phonon), andτa, τo are temperature-dependent time-constants that characterise
deformational and between-valley acoustic phonons. When the lattice temperature is close
to 300◦ K, the contribution of the first term for Si devices becomes smaller. Another ap-
proximation often used in the literature (see [10] and references therein) has the following
form

τnω =
mnµ

0
n

2q

T0

Tn
+ 3µ0

n

2q(vns )
2

TnT0

Tn + T0
, (2.15)

where the velocity saturation,vns , depends on the lattice temperature [9, 6] (typically it is of
the order 106 − 107 cm s−1). In order to avoid unnecessary technicalities we follow [16] by
setting

µn = µ0
n(Tn/Tl)

q, µp = µ0
p(Tp/Tl)

q , (2.16)

τnω = τnω,0(Tl/Tn)s, τpω = τpω,0(Tl/Tp)s, (2.17)

whereq ands are determined by the dominant relaxation mechanisms of the momentum and
energy. Computational results, reported in Section 6, were obtained forq = s = 0 with the
low-field mobilities taken asµ0

n = 1300 cm2/Vs,µ0
p = 400 cm2/Vs and the energy relaxation

times set asτnω = τpω = 0·4× 10−12 s [12].
As for the dependencies of the diffusion coefficients on carrier temperatures, we admit

that the numerical procedures developed in the next sections can be easily generalized to the
general type of dependence

Dn(Tn)/µn(Tn) = f̃1(Tn), Dp(Tp)/µp(Tp) = f̃2(Tp). (2.18)
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To be specific, we developed the computational procedures under the assumption of the Einstein-
type relationship, that is

Dn(Tn) ∼ Tnµn(Tn) Dp(Tp) ∼ Tpµp(Tp) (2.19)

with the constant of proportionality equal tokb/q = 8·61738× 10−5 eV/K.
Initial conditions for the model are

n(x,0) = n0(x), p(x,0) = p0(x), Tn(x,0) = Tp(x,0) = Tl, 0≤ x ≤ L. (2.20)

We assume that the functionsn0(x) andp0(x) in the initial conditions are defined as equilib-
rium values of densities for electrons and holes, that is

p0(x)n0(x) = n2
ie, n0(x)− p0(x)−N = 0, (2.21)

wherenie is the effective intrinsic concentration of carriers.
In the general case, boundary conditions depend on the type of modelling structure. In this

paper we require:
(a) equality of carrier temperature and lattice temperature

Tn(0, t) = Tp(L, t) = Tl; (2.22)

(b) conditions of quasi-neutrality and infinite velocity of recombination (thermodynamic equi-
librium):

p − n+ N = 0, pn = n2
ie, x ∈ ∂GR = {0, L}, (2.23)

from where it is easy to get

n = N

2
+
√(

N

2

)2

+ n2
ie, p = −N

2
+
√(

N

2

)2

+ n2
ie, x ∈ ∂GR = {0, L}. (2.24)

For the potential, boundary conditions are standard [4]

ϕ(0, t) = 0, ϕ(L, t) = U + ϕcont, (2.25)

whereU is the applied voltage andϕcont is the contact potential difference determined by the
formulaϕcont= ϕT log(n(t, L)/nie (obtained as a consequence ofn = nie exp((ϕ − ϕn)/ϕT )
by settingϕn = U ). In other words, we assume that the bias is applied at the right contact,
while the left contact is grounded. In this case we require the conjugating conditions

ϕ(0,0) = 0, ϕ(L,0) = U + ϕcont (2.26)

to be satisfied. We note that ifϕcont>0 then the caseU<0 corresponds to forward bias, and the
caseU>0 corresponds to reverse bias.

For the effective intrinsic concentration,nie, in (2.21), (2.23), (2.24), (2.26) one has to use
an empirical model, for example (see [17, 6, 18] and references therein):

nie = nint(T )exp(q1Eg/(2T )), (2.27)
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whereT is the absolute temperature taken in energy units (multiply by the factorkb/q), and
1Eg is an experimentallymeasured parameter known as the effective bandgap narrowing.
The energy gap itself,Eg = Ec − Ev, defined as the difference between the bottom of the
conduction band,Ec, and the ceiling of the valence band,Ev, may change with different
doping profiles and temperature. It is known, for example, that for highly doped material and
high temperatures the bandgaps become smaller. Formula (2.27) is meant to take into account
such changes. The intrinsic concentration,nint, in formula (2.27) depends on the effective
number of states in the conduction and valent zones (Nc andNv, respectively). It is common
practice to use the following formula for its approximation

nint =
√
NcNv exp(−Eg/2kbT ), (2.28)

where

Nc = 2

(
2πm∗dnkbT

h2

)1.5

Mc, Nv = 2

(
2πm∗dpkbT

h2

)1.5

, (2.29)

Mc is the number of equivalent minima in the conduction zone, andm∗dn,m
∗
dp are the density-

of-state of effective masses of electrons and holes respectively (see [18], p. 17). It is easy to
see that when1Eg → 0, the effective intrinsic concentration can be well approximated by
the intrinsic concentration. This assumption is used in our code where we setnie ≈ nint =
1·45× 1010 cm−3 (see [18], p.850).

The recombination model was chosen to account for recombination on defects induced by
dopants (the Shockley-Read-Hall recombination) and between-zone Auger recombination:

F(n, p) = pn− n2
ie

τn(p + nie)+ τp(n+ nie) + (pn− n
2
ie)(cnn+ cpp), (2.30)

where the carrier lifetimes and coefficients of Auger recombination are set as followsτn =
1 · 7× 10−5 s, τp = 3 · 95× 10−4 s, cn = 2·9× 10−31 cm6/s, cp = 1·2× 10−31 cm6/s. For
the problem where impact ionisation plays a significant role we have to add the velocity of
ionization term

Gp −Gn = αpJp − αnJn, (2.31)

where

Jn = −qnvn, Jp = qpvp (2.32)

and αn, αp are field-dependent carrier ionisation rates defined as the number of electron-
hole pairs generated by an electron/hole per unit distance travelled [18]. Although in our
numerical examples, presented in Section 6, only the Shockley–Read–Hall recombination was
considered, our code is easily adaptable to account for other processes such as ionisation.

2.2. NORMALIZATION PROCEDURE AND CHALLENGES IN THE COMPUTATIONAL

TREATMENT OF NONLOCAL MODELS

The magnitudes of dependent variables in the quasi-hydrodynamic model critically vary
amongst each other, leading to a substantial computational cost of associated numerical proce-
dures. In order to reduce the cost, effective normalisation procedures have to be implemented
for the quasi-hydrodynamic model [17, 4].
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We reduce model (2.9)–(2.11) to the following normalised system considered in the space-
time regionḠ = {(x, t) : 0 ≤ x ≤ 1, 0 ≤ t ≤ T̃ } (see notation in Appendix and details in
[5])

∂xxϕ = n− p −N, ∂tn− ∂xJn = F, 3/2∂t(nTn)+ ∂xQn = −Jn∂xϕ + Pn,
∂tp + ∂xJp = F, 3/2∂t(pTp)+ ∂xQp = −Jp∂xϕ + Pp,

(2.33)

where

Jn = −nµn∂xϕ + ∂x(Tnµnn), Jp = −pµp∂xϕ − ∂x(Tpµpp), (2.34)

Qn = βnTnnµn∂xϕ − βn∂x[TnDnn], Qp = −βpTppµp∂xϕ − βp∂x[TpDpp]. (2.35)

The system (2.33)–(2.35) is supplemented by the normalised initial

n(x,0) = ñ0(x), p(x,0) = p̃0(x), Tn(x,0) = Tp(x,0) = 1, (2.36)

and boundary conditions

p − n+ N = 0, pn = n2
ie, Tn = Tp = 1, x ∈ ∂Ḡ = {0,1}, (2.37)

ϕ(0, t) = 0, ϕ(1, t) = Ũ + ϕ̃cont. (2.38)

It is also assumed that the conditionJn(x,0) = Jp(x,0) = 0 and the normalised conjugating
conditionsϕ(0,0) = 0, ϕ(1,0) = Ũ + ϕ̃cont are satisfied.

Model (2.33)–(2.38) allows us to adequately describe a number of non-stationary physical
phenomena in semiconductor devices, including carrier heating and velocity overshoot. One
of the main features of this model is accounting for a non-equilibrium and non-local character
of electron-hole semiconductor plasma, a feature absent in the classical drift-diffusion model.
Since technological advances lead to further reduction of device sizes, a higher density of
configuration and power density of scattering, non-local and non-equilibrium phenomena are
becoming increasingly important in device simulation.

In order to adequately describe these phenomena of semiconductor plasma it is often
unnecessary to invoke the Boltzmann model, solution of which is known to be costly and
‘noisy’ with a great deal of redundant information [19]. An important direction in engineer-
ing applications of semiconductor device theory is the analysis of ‘intermediate’ (between
the Boltzmann and drift-diffusion) models, such as (2.33)–(2.38). These models require effi-
cient computational procedures, the development and justification of which is a challenging
problem in applied mathematics.

In contrast to DDM, for which numerical methods have undergone extensive development,
starting with Gummel’s work (see, for example, references in [20, 4] and others), efficient
numerical methods constructed for nonlocal-type models are at the beginning of their de-
velopment. Modelling with nonlocal models incurs considerable mathematical difficulties,
the overcoming of which is a challenging problem in applied mathematics [2]. For example,
considering models of quasi-hydrodynamic type, we are dealing with fairly complex, strongly
nonlinear problems of coupled field theory. Therefore, the development of effective numerical
algorithms is required for the investigation of physical processes within the framework of
such models. A large amount of publications is devoted to results of computations for specific
devices [12, 10, 21, 22, 9, 7, 20, 23, 24, 25, 11]. However, the analysis of cost-effective
algorithms is still lacking in the literature.
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Mathematical modelling of non-local phenomena such as ballistic transfer and the velocity
overshoot in semiconductor plasma has progressed since the early 1980’s (although physical
effects were described long before that time). The common feature of models for such phe-
nomena is the accounting for macroscopic parameters for which balance laws are written with
respect to the average energy. As a result, in contrast to DDM (where average energy is a local
function of the field) such models are classified as nonlocal models.

A typical example of non-local mathematical models in semiconductor device theory is
provided by the quasi-hydrodynamic model. A straightforward mathematical procedure for
the solution of (2.33)–(2.38) is the Newton–Raphson method, applied to the discretised system
of nonlinear equations [12, 25, 10]. This procedure is quite costly when applied to realis-
tic semiconductor devices. Usually we have to apply special techniques in order to obtain
convergence for the whole discretized system. For example, we may apply a sequentially-
simultaneous algorithm which increases the convergence rate by conducting internal (adia-
batic) iterations under fixed carrier temperature for three equations of DDM (prior to solving
the coupled system of all five equations).

Alternative approaches to the solution of problem (2.33)–(2.38) are often based on different
types of splitting algorithms [22]. The application of such approaches to strongly coupled
problems encountered considerable difficulties in the context of semiconductor devices, es-
pecially for large electric fields. Another group of approaches uses different versions of the
macro-particle method, where carrier collisions are modelled by Monte-Carlo type procedures
[26]. The methods in this group are known to be typically costly and ‘noisy’ in the compu-
tational sense. The principal problem with the macro-particle approach lies in the adequate
modelling of pair collisions, a problem remains open to a large extent [27]. References to
other recently developed computational procedures for semiconductor device models can be
found in [28, 1].

In the next sections, using the quasi-hydrodynamic model as a typical example of non-local
models, we demonstrate the main ideas of the construction of effective numerical schemes
which can also be applied to hydrodynamic and classical drift-diffusion models.

3. Numerical approximations for nonlocal models of quasi-hydrodynamic type

One of the most important properties required by difference schemes in semiconductor device
theory is monotonicity. Indeed, we have to guarantee that the solutions of the continuity and
energy balance equations are nonnegative (n, p, Tn, Tp ≥ 0) for any function of the potential
ϕ. Let us consider these issues in some details.

First, we introduce a non-uniform grid in̄G

ω̂hτ = ω̂h × ω̂τ , (3.1)

where

ω̂h =
{
xi+1 = xi + hi, i = 0, ..., N, x0 = 0, xN+1 = 1,

N∑
i=0

hi = 1

}
,

ω̂τ =
tj = tj−1+ τj , j = 1, ..., K − 1, t0 = 0, tK = Tf ,

K−1∑
j=1

τj = Tf
 .
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We will compute the values ofϕ, n, p, Tn, and Tp in the ‘whole’ nodes (i.e.xi, i =
0,1, . . . , N + 1), whereas the values ofJn, Jp, Qn, Qp, andE = −∇ϕ will be computed in
the data-driven (flux) nodes (i.e.xi+1/2, i=0, . . . ,N).

3.1. FLUX APPROXIMATIONS AND TRANSFORMATION OF THE ENERGY BALANCE

EQUATIONS TO FORMS AMENABLE TO COMPUTATIONAL EFFICIENCY

The approximation of fluxes is a long-standing problem in many applied problems for which
solutions have steep gradients. In the context of semiconductor device modelling, we recall
that even in the DDM, for which current density is defined asJn = −µnn∇ϕ + µn∇n, the
application of standard approximations is impeded because of the very restrictive condition
on the space step discretisation which follows from themaximum principle. In order to obtain
this condition, one can use, for example, the theorem on monotonicity of three-point difference
operators (so called the Karetkina lemma, see [14, 15, 5] and references therein). Typically,
the conditions of this theorem will be satisfied for

h < 2/E∗, whereE∗ = max
i=1,...N

|Ei+1/2|. (3.2)

In the case of the QHDM (2.33)–(2.38), the monotonicity condition for the standard current-
density approximation in the form

Jn,i+1/2 = D(Ti+1)ni+1−D(Ti)ni
hi+1

− ni+1µ(Ti+1)+ niµ(Ti)
2

ϕi+1 − ϕi
hi+1

(3.3)

coincides with (3.2).
The first monotone difference scheme in a semiconductor-device-modelling context was

first reported by D. L. Scharfetter and H. K. Gummel (see references, for example, in [20, 29,
14] and others). These types of schemes, known to the mathematical community asexponen-
tial, constitute an important tool in the integration of stiff ordinary differential equations [30,
31]. For ODEs they are typically unconditionally stable and, what is very important, positivity
of the solution is guaranteed if the solution of the differential problem is expected to be posi-
tive. They can also be constructed without major difficulties in the case of partial differential
equations when the spatial differential operator can be reduced to the self-conjugate form (see
[32] and references therein). For the continuity equations of the classical DDM, the idea of
such a reduction has been intensively investigated. If the Boltzmann statistics is assumed, then
the exponential change of variables

n = nie exp(ϕ)8n, p = nie exp(−ϕ)8p, (3.4)

leads to an essential simplification of the current densities which become linearly dependent
on quasi-potentials8n,8p. From the mathematical point of view, this is a very attractive fea-
ture of the model that, in turn, leads to a number of effective algorithms [20]. Such algorithms
were also constructed in the case of Fermi statistics [29]. However, it should be noted that the
practical value of all such schemes is essentially dependent on the quality of approximation
of the strongly nonlinear RHS of the continuity equation.

In the 70’s and early 80’s, works in the application of non-local models to semiconductor
device simulation were conducted predominantly with Monte-Carlo type procedures, and in
those papers where difference methods were used, questions of scheme quality have not been
adequately explored. The turning point in the development of difference methods for the
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QHDM was the work of Tang [33], where the Scharfetter–Gummel approximation was gener-
alized to the case of a particular type of non-local model. The current density approximation
was considered in the following form (we omit the indexesn andp for the simplicity):

Ji+1/2 = 1

hi+1

[
D(Ti+1)ni+1f1

(
ϕi+1− ϕi
Ti+1/2

)
− D(Ti)nif

(
ϕi+1− ϕi
Ti+1/2

)]
, (3.5)

where

f (x) = x exp(x)/(exp(x)− 1), f1(x) = x/(exp(x)− 1) (3.6)

are Bernoulli functions (bearing a computer code in mind, we recall thatf1(x) = f (−x)),
and the quantitiesTi+1/2 may be approximated by any value of temperature on the integration
interval [xi , xi+1], for example,Ti, (Ti + Ti+1)/2, Ti+1. As we expect, such approximation
turns into the Scharfetter–Gummel approximation whenTi+1→ Ti.

Unfortunately in the general case, even the Scharfetter–Gummel-type approximation can-
not guarantee absolute stability neither for the DDM nor for nonlocal models. We can only
claim the conservation of solution positiveness for certain ‘model’ problems for the continuity
equation, such as(

µn

(
∂n

∂x
− n∂ϕ

∂x

))
x

= 0. (3.7)

We can also claim the conservation of positiveness property for a specific computational ex-
periment. However, if we consider the problem with even the ‘simplest’ recombination model
(say, the Shockley–Read–Hall recombination), then the stability of the method depends on
the method of linearization of the recombination term. Of course, there exist linearisation
procedures for the recombination term (such as the Seidman–Choo procedure) that satisfy
all conditions of the monotonicity theorem. And yet, if other processes such as ionization
are dominant and therefore have to be taken into account, then the RHS linearization is typ-
ically a heuristic procedure, aimed at the achievement of numerical stability and algorithm
convergence.

Challenging mathematical and computational problems also arise in the approximation of
energy balance equations for nonlocal models. Since the approximation for the energy flux,
analogous to the Scharfetter–Gummel approximation of the current density, is known [33, 34],
the main challenge is to transform the energy balance equations to forms that are most suitable
for an efficient computational implementation.

In contrast to the continuity equation, the energy balance equationcannot be readily re-
ducedto a ‘divergent’ or ‘conservation’ form (see [13, 32] and references therein). In the
semiconductor-device modelling context, the main problem with the energy balance equation
lies with the presence of the product between the current density and the electric field strength
(Jn×E or Jp×E), that has a ‘non-divergent’ structure. Hence, one cannot immediately apply
the general theory developed for the construction of monotone difference schemes (see [32,
31] and references therein). However, since the product between the current density and the
electric field strength provides the key to the nonlocal coupling between the effective carrier
temperature and the electric field, the problem of its efficient approximation has to be dealt
with.

Following [33, 13, 14], in [5] it was shown that the energy fluxes can be trasformed to forms
where all derivatives ofEn andEp are ‘covered’ by the symbol of divergence. In particular,
the energy balance equation for the system of electrons can be written in the form



Modelling nonlocal processes in semiconductor devices245

3∂tEn/2= ∂xQ∗n + Sn(Tn, ϕ)En, (3.8)

where

En = nTn, Sn = µn(Tn)∂xxϕ + µn(Tn)(∂xϕ)2+ (1− Tn)/(τnω(Tn)Tn), (3.9)

Q∗n = βn∂x(Dn(Tn)En)− (1+ βn)µn(Tn)En∂xϕ. (3.10)

Similarly, the balance energy equation for the system of holes can be transformed to the
following form

3∂tEp/2= ∂xQ∗p + Sp(Tp, ϕ)En, (3.11)

where

Ep = pTp, Sp = −µp(Tp)∂xxϕ + µp(Tp)(∂xϕ)2+ (1− Tp)/(τpω (Tp)Tp), (3.12)

Q∗p = βp∂x(Dp(Tp)Ep)+ (1+ βp)µp(Tp)Ep∂xϕ. (3.13)

The representations (3.8) and (3.11) allow us to constructmonotone exponentialdifference
schemes (see [32] and references therein) for nonlocal models applied to semiconductor
device simulation.

3.2. MONOTONE EXPONENTIAL SCHEMES FOR THE CONTINUITY AND ENERGY

BALANCE EQUATIONS

Major mathematical and computational challenges in the numerical solution of system (2.33)–
(2.38) are connected with efficient approximation of the energy balance equation [19, 17, 13,
15, 33].

The stationary case provides us with a clear picture of computational difficulties which can
be ‘hidden’ in the non-stationary case by an appropriate reduction of the time step. Indeed,
in this case standard approximations lead us to the restriction on the space discretisation step
similar to (3.2) (see details in [33, 13, 5])

h < 2β/E∗, where E∗ = max
i=1,... ,N0

|Ei+1/2|, (3.14)

which may be burdensome for high electric fields. To overcome this condition is difficult.
Indeed, if a splitting technique is used for the numerical solution of (2.33)–(2.38) and con-
dition (3.14) is violated, then in the general case the positiveness of the solution cannot be
guaranteed. In order to relax the requirement (3.14), we apply exponential difference schemes.

3.2.1. Continuity equations
We recall the procedure for the construction of exponential difference schemes on the example
of the 1D stationary continuity equation in the absence of recombination/generation/ionisation
processes

∂Jn

∂x
= 0. (3.15)

The standard change of variablesn(x)→ nnew(x) in this case (see [13, 14, 33] and references
therein) is
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n(x) = nnew(x)exp

[∫ x

x0

{
1

Tn

∂ϕ(ξ)

∂ξ
− 1

Dn(Tn)

∂Dn(ξ)

∂ξ

}
dξ

]
, (3.16)

wherex0 is an arbitrary number such thatx0 < x. Substitution (3.16) in (2.34) leads to the
following expression for the current density:

Jn(x) = Dn(Tn)exp

[∫ x

x0

{
1

Tn

∂ϕ(ξ)

∂ξ
− logDn(ξ)

∂ξ

}
dξ

]
∂nnew

∂x
. (3.17)

If we now integrate this expression on the interval[xi, xi+1] (assuming that the quantities
(Jn)i+1/2, (Dn)i+1/2, (µn)i+1/2 are constants) and return to the old variablen(x) we obtain

(Jn)i+1/2 = 1∫ xi+1
xi

J ∗n (x)dx
(Dn)i+1/2[ni+1J

∗
n (xi+1)− ni], (3.18)

where

J ∗n (x) = exp

[
−
∫ x

xi

{
1

Tn(ξ)

∂ϕ(ξ)

∂ξ
− ∂ logDn(ξ)

∂ξ

}
dξ

]
=

exp

[
−ϕ(x)− ϕ(xi)

Tn(x∗)
+ log

Dn(x)

Dn(xi)

]
.

(3.19)

Assuming, for example, that forx∗ ∈ [xi, xi+1]
Tn(x

∗) = const= 1
2((Tn)i + (Tn)i+1) = (Tn)i+1/2, (3.20)

we can transform expression (3.18) into the following form:

(Jn)i+1/2 = Dn((Tn)i)

h

ϕi+1 − ϕi
(Tn)i+1/2

[
exp

ϕi+1− ϕi
(Tn)i+1/2

− 1

]−1

×

×
[
ni+1

(Dn)i+1

(Dn)i
− ni exp

(
ϕi+1− ϕi
(Tn)i+1/2

)]
,

(3.21)

which coincides with the approximation (3.5). Now, if we integrate Equation (3.15) on the
interval [xi−1/2, xi+1/2], we obtain that

[(Jn)i+1/2− (Jn)i−1/2]h = 0. (3.22)

Substitution of the corresponding expressions for(Jn)i±1/2 (see (3.21)) in (3.22) leads to the
following difference scheme:

[3n(ϕ, Tn)n]i = Ai

h
ni−1+ Bi

h
ni+1− Ci

h
ni = 0, (3.23)

where

Ai = (Dn)i−1

h
f

(
ϕi − ϕi−1

(Tn)i−1/2

)
, Bi = (Dn)i+1

h
f1

(
ϕi+1− ϕi
(Tn)i+1/2

)
, Ci = Ai+1 + Bi−1.

(3.24)

Applying the above procedure to the non-stationary continuity equation on the non-uniform
grid (3.1) we obtain
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nl+1
i − nli
τl+1

= 1

h∗i
[Ani nl+1

i−1+ Bni nl+1
i+1− Cni nl+1

i ] + Fi, (3.25)

where indexl indicates the corresponding time-layer and the coefficientsAni , B
n
i andCni are

determined by the following formulae

Ani =
Dn[(Tn)l+1

i−1]
hi

f

(
ϕl+1
i − ϕl+1

i−1

(Tn)
l+1
i−1/2

)
, hi = xi − xi−1, h∗i =

hi + hi+1

2
, (3.26)

Bni =
Dn[(Tn)l+1

i+1]
hi+1

f1

(
ϕl+1
i+1 − ϕl+1

i

(Tn)
l+1
i+1/2

)
, Cni = Ani+1 + Bni−1. (3.27)

Similarly, we derive the exponential difference scheme for the continuity equation for
holes:

pl+1
i − pli
τl+1

= 1

h∗i
[Api pl+1

i−1 + Bpi pl+1
i+1 − Cpi pl+1

i ] + Fi, (3.28)

where

A
p

i =
Dp[(Tp)l+1

i−1]
hi

f1

(
ϕl+1
i − ϕl+1

i−1

(Tp)
l+1
i−1/2

)
, (3.29)

B
p

i =
Dp[(Tp)l+1

i+1]
hi+1

f

(
ϕl+1
i+1 − ϕl+1

i

(Tp)
l+1
i+1/2

)
, C

p

i = Api+1 + Bpi−1 (3.30)

Remark 3.1.From the computational point of view, splitting algorithms are quite appealing
in application to (2.33)–(2.38). However, in the application of such algorithms, a special care
should be taken in approximatingF in the right-hand side of (3.25) and (3.28). For example,
for the approximation ofF in the RHS of (3.25), the values ofnl+1 can be found from the
approximation of the Poisson equation. In this case the values ofp have to be taken from the
time layerl, which may significantly slow down the convergence. If convergence is satisfac-
tory, then the computed value ofnl+1 can be used for the approximation ofF in the RHS of
(3.28).

3.2.2. Energy-balance equations
Now we are in a position to consider approximation procedures for the most difficult equa-
tions in system (2.33)–(2.38), for energy balance equations. Our approach is different from
that proposed in [33]. We recall that balance energy equations can be reduced to the forms
amenable to computationally efficient schemes. For example, for the electron system we have

3

2

∂En
∂t
= βn

∂2[Dn(Tn)En]
∂x2

− (1+ βn) ∂
∂x

[
µn(Tn)En

∂ϕ

∂x

]
+

+µn(Tn)En ∂
2ϕ

∂x2
+ En

µn(Tn)

Tn

(
∂ϕ

∂x

)2

− En(1− 1/Tn)

τnω(Tn)
,

(3.31)

whereEn = nTn. As was noted in [13], we can also obtain Equation (3.31) from the third
equation of system (2.33) by using the following identity
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∂

∂x
[µn(Tn)nTn]∂ϕ

∂x
= ∂

∂x

[
(µn(Tn)nTn)

∂ϕ

∂x

]
− µn(Tn)nTn ∂

2ϕ

∂x2
. (3.32)

In order to construct an exponential difference scheme for Equation (3.31), we follow a
procedure similar to that for the continuity equation. We introduce the change of variables
En→ Enew

n which is analogous to (3.16)

En(x) = Enew
n (x)exp

[∫ x

x0

{
1+ βn
βn

1

Tn(ξ)

∂ϕ(ξ)

∂ξ
− ∂ logDn(ξ)

∂ξ

}
dξ

]
, (3.33)

where, as above,x0 is an arbitrary number such thatx0 < x. As a result of transformations
analogous to (3.17)–(3.22) we get the following difference scheme

3

2

(En)
l+1
i − (En)li
τl+1

= (3Tn(ϕ
l+1, T l+1

n )E l+1
n )i , (3.34)

where

(3Tn(ϕ, Tn)En)i =
1

h∗i
[Ãni (En)i−1+ B̃ni (En)i+1− C̃ni (En)i]−

−
{
µn[(Tn)i]ϕx̄x̂,i − µn[(Tn)i]

(Tn)i
(ϕx̆,i )

2+ 1

τnω[(Tn)i]
− 1

τnω[(Tn)i](Tn)i
}
(En)i, (3.35)

and the coefficients of this difference scheme are defined as follows

(Ã)ni =
βnDn[(Tn)l+1

i−1]
hi

f

(
1+ βn
βn

ϕl+1
i − ϕl+1

i−1

(Tn)
l+1
i−1/2

)
, (3.36)

(B̃)ni =
βnDn[(Tn)l+1

i+1]
hi+1

f1

(
1+ βn
βn

ϕl+1
i+1 − ϕl+1

i

(Tn)
l+1
i+1/2

)
, (3.37)

C̃ni = Ãni+1 + B̃ni−1. (3.38)

We use standard difference-scheme notation (see [32] and references therein) and denote the
second and the first central difference derivatives on the non-uniform grid (3.1) by

ϕx̄x̂,i = 1

h∗i

[
ϕi+1 − ϕi
hi+1

− ϕi − ϕi−1

hi

]
and ϕx̆,i = ϕi+1 − ϕi−1

2h∗i
,

respectively.
We construct the scheme analogous to (3.34)–(3.38) for the solution of the energy balance

equation for the hole system:

3

2

(Ep)
l+1
i − (Ep)li
τl+1

= (3Tp(ϕ
l+1, T l+1

p )E l+1
p )i, (3.39)

where

(3Tp(ϕ, Tp)Ep)i =
1

h∗i
[Ãpi (Ep)i−1 + B̃pi (Ep)i+1− C̃pi (Ep)i]−
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µp[(Tp)i]ϕx̄x̂,i − µp[(Tp)i]

(Tp)i
(ϕx̆,i )

2+ 1

τ
p
ω [(Tp)i] −

1

τ
p
ω [(Tp)i](Tp)i

}
(Ep)i, (3.40)

and the coefficients of this difference scheme are defined as follows

(Ã)
p

i =
βpDp[(Tp)l+1

i−1]
hi

f1

(
1+ βp
βp

ϕl+1
i − ϕl+1

i−1

(Tp)
l+1
i−1/2

)
, (3.41)

(B̃)
p

i =
βpDp[(Tp)l+1

i+1]
hi+1

f

(
1+ βp
βp

ϕl+1
i+1 − ϕl+1

i

(Tp)
l+1
i+1/2

)
, (3.42)

C̃
p

i = Ãpi+1 + B̃pi−1, with f1(x) = f (−x). (3.43)

3.2.3. Monotonicity and stability
All coefficients of difference schemes (3.34)–(3.38), (3.39)–(3.43) preserve the positiveness
property, namely it is easy to see that

Ãni , B̃
n
i , C̃

n
i > 0, Ã

p

i , B̃
p

i , C̃
p

i > 0. (3.44)

Unfortunately, this fact cannot guarantee monotonicity of the constructed schemes. The sign
of the functions near(En)i and(Ep)i in the expressions (3.35) and (3.40) cannot be defined
a priori, and in the general case it may change. For example, we can not claim that on each
time step and in each space pointxi the conditionsni ≥ 0, Tn − 1 ≥ 0 (and, respectively,
pi ≥ 0, Tp − 1 ≥ 0) will always be satisfied. We can only claim that sufficient conditions
for monotonicity given in the Karetkina lemma will be satisfied if in addition to (3.44) the
conditions(Gn)i ≥ 0, (Gp)i ≥ 0 are also satisfied. In the context of the approximation of
energy balance equations these conditions lead to the following inequalities (see also [13,
14])

(Gn)i& = & − µn[(Tn)i]ϕx̄x̂,i − µn[(Tn)i]
(Tn)i

(ϕx̆,i)
2+ (Tn)i − 1

τnω[(Tn)i](Tn)i
+ 1·5
τl+1
≥ 0, (3.45)

(Gp)i& = &µp[(Tp)i]ϕx̄x̂,i − µp[(Tp)i]
(Tp)i

(ϕx̆,i)
2+ (Tp)i − 1

τ
p
ω [(Tp)i](Tp)i +

1·5
τl+1
≥ 0. (3.46)

It is easy to verify [13] that inequalities (3.45) and (3.46) will be satisfied if

τ < 1·5/(E∗)2. (3.47)

In the stationary case conditions (3.45) and (3.46) can be simplified to

(Gn)i = −µn[(Tn)i]ϕx̄x̂,i − µn[(Tn)i](ϕx̆,i)2/(Tn)i+
+((Tn)i − 1)/(τnω[(Tn)i](Tn)i) ≥ 0,

(3.48)

(Gp)i = µp[(Tp)i]ϕx̄x̂,i − µp[(Tp)i](ϕx̆,i)2/(Tp)i+
+((Tp)i − 1)/(τpω [(Tp)i](Tp)i) ≥ 0.

(3.49)
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and will be satisfied when (3.14) holds.
It is clear that in the case of large gradients of the potential (i.e. in high electric fields) both

conditions, (3.14) and (3.47) are very restrictive computationally. Hence, when modelling
non-stationary processes in non-highly doped semiconductors, purely explicit schemes may
become a competitive alternative to the proposed schemes due to their minimal computational
cost per time-step. However, such explicit schemes typically require the time-step to be of
order 1/max0≤x≤1N (i.e. τ = O(1/max0≤x≤1N)) (see, for example, [35]). This causes
problems when in the RHS of the Poisson equation we have a large dopant concentration
N [36]. The use of purely implicit schemes cannot resolve all difficulties; firstly, because in
the general case such schemes cannot guarantee absolute stability of the numerical algorithm
(subject to the approximation ofF ), and, secondly, the computational cost for their numerical
realization on each time-step integration substantially increases, especially for devices with
two types of carriers. Therefore, one of the most promising directions in the development of
efficient numerical schemes in semiconductor device theory lies with semi-implicit schemes.

4. Algorithmic realizations of semi-implicit schemes for quasi-hydrodynamic models

Semi-implicit schemes have been extensively applied in modelling semiconductor devices
with drift-diffusion types of models (see [37, 35, 13] and references therein). Basic ideas of
their algorithmic implementation are typically connected either with Mock’s scheme, Polsky–
Rimshans’s scheme, or a self-consistent scheme. We describe these ideas below.
1. In the Mock scheme [37] the potential is determined from the continuity equation for the

total currentrather than from the Poisson equation as in standard procedures. This scheme
is not conservative and contains the disbalance term of the numerical nature of the order
O(τ ) (τ = maxj=1,... ,K−1 τj ). The presence of this term deteriorates the scheme accuracy
in practice when the time-step increases in spite of the absolute stability of this scheme
for the linear case.

2. In the Polsky-Rimshans scheme [35] the potential is sought in two stages similar to
prediction-correction procedures. First, from the continuity equation for thetotal current,
we find a predictionϕl+1/2. Then we correct it using the Poisson equation written for the
time layerl + 1. The Poisson equation on each step is solved with the accuracyO(τ 3).

3. In theself-consistent schemeproposed in [13] we determine the potential on the(l + 1)-
time layer throughnl andpl. Then we computenl+1 andpl+1 usingϕl+1. On the next
step we determine the potential using the purely implicit scheme for the Poisson equation.
In doing so, we find the valuesnl+1 andpl+1 (for example,nl+1 = nl + τnt ) from the
semi-implicit scheme for the continuity equation which in the homogeneous case has the
following form

(nl+1− nl)/τl+1 = [Dn((Tn)
l)nl]x̄x̂ − (alϕl+1

x̄ )
x̂
, (4.1)

where

ai = (ni−1µn((Tn)i−1)+ niµn((Tn)i))/2. (4.2)

From a computational point of view, the last scheme is very attractive if we use the central-
difference approximation for the current density. Indeed, in this case we get a linear equation
with respect toϕl+1. Otherwise, if we use the exponential scheme, we have to solve a nonlinear
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equation in order to determineϕl+1. Similar to Mock’s scheme, in this self-consistent scheme
we have a disbalance termO(τ ), which in the stationary-regime limit tends to zero.

4.1. SIMPLEST SEMI-IMPLICIT SCHEMES AND DECELERATION OFCONVERGENCE

In recent years the interest to the application of semi-implicit schemes to non-local models
has been increasing. One of the simplest algorithms of this type is what is known as the
‘relaxation-to-the-stationary-regime’ method, which is widely used for the solution of drift-
diffusion models (see references in [14]). In order to determine unknowns(ϕ, n, Tn, p, Tp)

of system (2.33)–(2.38) with this method, all equations are solved alternately, but for the
solution of each equation an implicit scheme (with respect to the leading variable of that
equation) is applied. Conceptually, this algorithm is a nonlinear Gummel-type algorithm. If
devices are modelled with the DDM, this algorithm typically provides the user with good
convergence when applied to devices with low and middle levels of doping. Unfortunately,
for high-doping-level devices convergence of this algorithm may seriously deteriorate. For
example, modelling bipolar transistors with this method, we observe that for high forward
voltages the concentration of majority carriers approaches the concentration of minority carri-
ers in the vicinity of junctions. As a result we have a strong coupling between concentrations
of both types of carriers through the potential function (partly induced by the requirement
of the quasi-neutrality at the boundaries). This causes difficulties in numerical simulation of
such devices one of which is slow convergence. It is possible that physical reasons for the
deceleration of the convergence of simplest semi-implicit algorithms may be different from
the described above. For example, it is well-known that the coupling between electrostatic
potential and carrier concentrations in MOS-transistors that work in strong inversion regimes
also increases. Other sources of coupling in modelling transient processes may be caused by
the bias current. In all such situations we may expect a decrease in the rate of convergence of
simplest semi-implicit algorithms.

Ultimately, the roots of the described computational difficulties lie with the quality of
approximation of recombination/generation/ionisation terms. We recall that in the standard
Gummel algorithm, all values of concentrations are taken from the previous time-layer, that
may be unsatisfactory for many problems. However, from the computational viewpoint it
is very attractive to apply a Gummel-type algorithm to the solution of the QHDM (2.33)–
(2.38), where we have to solve a system of five, rather that three (as in the DDM), strongly
coupled nonlinear equations. Although for the last few decades attempts have been made
to modify the Gummel algorithm in order to include a special treatment of the recombi-
nation/generation/ionisation terms, efficiency of the coupling of discretised equations in the
Gummel-type algorithms critically depend on the type of modelling device and the strength
of applied electric field. In this paper such a coupling is performed through the Boltzmann
statistics and a Newton-type solver. In order to clarify the idea of such an algorithm we recall
the connection between themixed basis(n, p, ϕ), and thehybrid basis, (8n,8p, ϕ) in the
case of the classical drift-diffusion model:

n = nint exp

[
γ1EG + ϕ − ϕn

ϕT

]
, p = nint exp

[
(1− γ )1EG + ϕp − ϕ

ϕT

]
, (4.3)

where1EG is the effective bandgap narrowing [5],nint is the intrinsic concentration,ϕT is the
thermal potential, andγ is the experimentally measured parameter that takes into account the
asymmetry factor. If we setγ = 0·5, then formulae (4.3) will simplify to (see formula (2.27))
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n = nie exp

[
ϕ − ϕn
ϕT

]
, p = nie exp

[
ϕp − ϕ
ϕT

]
(4.4)

or, finally, to

n = nie exp
( ϕ
T

)
8n, p = nie exp

(
−ϕ
T

)
8p, (4.5)

where8n = exp(−ϕn/T ) and8p = exp(ϕp/T ) are the Fermi quasi-levels, and the tempera-
ture,T , is taken in energy units (multiplied by the factorkb/q [5]).

4.2. CONDITIONALLY COUPLED ALGORITHM OF THE FIRST ORDER

The Fermi-quasi-level representation (4.5) can be effectively implemented into a conditionally
coupled semi-implicit algorithm (in a sense that quantitiesϕ, n andp can be made coupled
via the Boltzmann statistics). Here we propose a generalization of this algorithm to the quasi-
hydrodynamic model and describe it on the example of the one-type carrier system (further
details can be found in [38]).

Algorithm 4.1.
1. We choose initial approximations forϕ, n, Tn and calculateF ;
2. We sequentially solve the continuity and energy balance equations for computed values of
ϕm andFm+1 (as before,m is the index of external iterations withm+1 being current); for
the solution of the energy balance equation we organise the following ‘internal’ coupling
procedure:
(a) assuming the steadiness of Fermi quasi-levels we solve the discretized balance energy

equation with respect to the correctionsδ(Tn)
m+1
k+1 ;

(b) we compute the values of temperature on thecurrent internal iteration, (Tn)
m+1
k+1 =

(Tn)
m+1
k + δ(Tn)m+1

k+1 and predict the values of concentration for just computed new
values of temperature using the formula (assuming steadiness of Fermi quasi-levels):

nm+1
k+1 = nie

(
nm+1
k

nie

) (Tn)
m+1
k

(Tn)
m+1
k+1 ; (4.6)

(c) we set(Tn)
m+1
k = (Tn)m+1

k+1 , n
m+1
k = nm+1

k+1 and go to a newinternal iterationby setting
k := k + 1 and returning to (a); such internal iterations are performed until the given
accuracy is achieved or the given number of times;

3. We perform a new ‘incomplete’ external iteration for the computational block(n, Tn)

(i.e.step 2); such ‘incomplete external’ iterations are performed either up to the complete
convergence or given number of times;

4. Then we solve the discretized Poisson equation

F1(ϕ
m+1
i−1 , ϕ

m+1
i , ϕm+1

i+1 ) =
ϕm+1
i+1 − ϕm+1

i

hi+1
− ϕ

m+1
i − ϕm+1

i−1

hi
−

h∗i

[
nmi exp

(
ϕm+1
i − ϕmi
(Tn)

m
i

)
− pmi exp

(
−ϕm+1

i + ϕmi
(Tn)

m
i

)
−N

]
= 0,

(4.7)
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using the Newton method (details are in [38]) and assuming the relationshipsnl+1 =
nl exp((ϕl+1 − ϕl)/(Tn)l), andpl+1 = pl exp((ϕl − ϕl+1)/(Tn)

l) (which are valid under
constant temperatures); in other words, we organise a one more cycle of internal iterations:(

∂F1

∂ϕi−1

) ∣∣∣∣
m

δϕm+1
i−1 +

(
∂F1

∂ϕi

) ∣∣∣∣
m

δϕm+1
i +

(
∂F1

∂ϕi+1

) ∣∣∣∣
m

δϕm+1
i+1 = −F1

∣∣∣∣
m

, (4.8)

whereδϕm+1
k = ϕm+1

k − ϕmk ;
5. Steps 2–4 complete one external iteration; external iterations are performed until the

convergence is reached.

Remark 4.1.‘Incomplete’ external iterations for the computational block(n, Tn) couples dis-
cretised versions of continuity and energy balance equations. The problem of the increase
of the convergence rate for these iterations is addressed with the prognostic formula (4.6)
(obtained under the steadiness of Fermi quasi-levels on the current iteration).

4.3. COUPLING PROCEDURES USING THEBOLTZMANN STATISTICS

‘Incomplete’ external iterations for the computational block(n, Tn), employed in Algorithm
4.1, couple continuity and energy balance equations by the prognostic formula (4.6). This
increases the rate of algorithm convergence. The prognostic formula (4.6) is formally obtain-
able from (4.5) under the assumption of steadiness of Fermi quasi-levels. This formula is
applied only to the current iteration and is modified on the next iteration when new values
of the temperature become available. In order to derive this formula we use the idea of (4.5)
assuming that

n = nie exp

(
ϕ − ϕn
Tn

)
, (4.9)

whereTn is the electron temperature in energy units. Hence, for thekth iteration we have that

log

(
nk

nie

)
= ϕ − ϕn

(Tn)k
or ϕ − ϕn = (Tn)k log

(
nk

nie

)
. (4.10)

Using (4.9) and (4.10) and assuming the constant value of the potential over two subsequent
internal iterations, we obtain that

nk+1 = nie exp

[
ϕ − ϕn
(Tn)k+1

]
= nie exp

[
(Tn)k

(Tn)k+1
ln

(
nk

nie

)]
= nie

(
nk

nie

) (Tn)k
(Tn)k+1

. (4.11)

Formula (4.11) allows us to couple the values of concentrations over two subsequent internal
iterations through the values of temperature. Using (4.11) as a predictor, we may rewrite the
discretized energy balance equation in the form
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F2
(
(Tn)

m+1
i−1 , (Tn)

m+1
i , (Tn)

m+1
i+1

) =
Ãi(nie)i−1

(
nmi−1

(nie)i−1

) (Tn)
m
i−1

(Tn)
m+1
i−1 (Tn)

m+1
i−1 +

+ B̃i(nie)i+1

(
nmi+1

(nie)i+1

) (Tn)
m
i+1

(Tn)
m+1
i+1 (Tn)

m+1
i+1 − C̃i(nie)i

(
nmi

(nie)i

) (Tn)
m
i

(Tn)
m+1
i (Tn)

m+1
i

−
−
[
−µϕx̄x̂ − µ

(Tn)
m+1
i

(ϕx̆)
2+ (Tn)

m+1
i − 1

τnω(Tn)
m+1
i

]
× (nie)i

(
nmi

(nie)i

) (Tn)
m
i

(Tn)
m+1
i (Tn)

m+1
i = 0,

(4.12)

and the linearization procedure reduces this equation to the equation(
∂F2

∂(Tn)i−1

) ∣∣∣∣
m

δ(Tn)
m+1
i−1 +

(
∂F2

∂(Tn)i

) ∣∣∣∣
m

δ(Tn)
m+1
i +(

∂F2

∂(Tn)i+1

) ∣∣∣∣
m

δ(Tn)
m+1
i+1 = −F2

∣∣∣∣
m

,

(4.13)

whereδ(Tn)
m+1
j = (Tn)m+1

j − (Tn)mj , j = i − 1, i, i + 1.

4.4. CONDITIONALLY COUPLED ALGORITHM OF THE SECOND ORDER

Algorithm 4.1 provides a computationally efficient tool for modelling a wide range of semi-
conductor devices. However, its main drawback lies with the assumption of constancy of
the potential over two subsequent internal iterations. This assumption may not be fulfilled
in the case when the coupling between the continuity and the energy balance equations is
sufficiently strong. For example, difficulties may arise in the application of Algorithm 4.1 to
the modelling of such devices as microwave PIN diodes that work in reverse-bias regimes
[39, 40, 41, 42]. Clearly that in such cases Algorithm 4.1 has to be modified to account for
an additional computational block for(p, Tp). Moreover, if blocks(n, Tn) and (p, Tp) are
to be treated sequentially, then a coupling between them has to be implemented (it can be
done, for example, through the computational block solving the Poisson equation). When the
strong coupling between continuity and energy balance equations is an intrinsic feature of the
problem, we propose theconditionally coupled algorithm of the second order,which we refer
to as Algorithm 4.2. Its most noticeable difference from Algorithm 4.1 is the absence of the
iterative cycle inside of the block(n, Tn) (i.e. ‘incomplete’ external iterations). Details of the
solution strategy with the second order conditionally coupled algorithm can be found in [38].
Here we only notice that a new QHDM computational block in Algorithm 4.2 contains the
following steps:
1. Computation of values of carrier temperatures,Tn andTp using exponential difference

schemes (3.34)–(3.38) and (3.39)–(3.43), respectively;
2. Computation of concentrations,n andp, taken into account computed values ofTn and
Tp using exponential difference schemes (3.25)–(3.27) and (3.28)–(3.30), respectively;

3. Recalculation of the potentialϕ taken into account the computed values ofn, p, Tn, Tp.
The prediction stage for Algorithm 4.2 is realised by solving the classical drift-diffusion
model.
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Remark 4.2.Although the first order conditionally coupled algorithm described in Section 4.2
may meet serious computational challenges when applied to strongly coupled problems, after
sufficient number of iterations it will typically provides the user with a plausible qualitative
picture of the main characteristics of devices. However, this simplified approach may not
be adequate when the investigation is focused at the physical phenomena in semiconductor
plasma, rather than at output characteristics of the device.

5. Initial approximations, stopping criteria and the solution of linearized problems

In order to guarantee the convergence of the algorithms described in Sections 3 and 4, we
have to take special efforts in constructing an appropriate initial approximation. As the initial
approximation for the QHD computational block in Algorithm 4.2 we use the output from the
solution of the DDM. Since the later model also requires an initial approximation, we use the
assumption of quasi-neutrality

ρ = n− p −N = 0 (5.1)

and thermal equilibrium

pn = n2
ie (5.2)

in order to construct such an approximation. Using (5.1), (5.2) and assuming thatn = nie
exp((Ũ − ϕ)/Tn), p = nie exp((ϕ − Ũ)/Tn) we determine the initial approximation for the
potential as follows

ϕ = Ũ + Tnsign(N) log

 |N |
2nie
+
√(

N

2nie

)2

+ 1

 ≈ Ũ + Tnsign(N) log

( |N |
nie

)
. (5.3)

Then, the initial approximations for carrier concentrations can be found from the formulae

n = nie exp

(
ϕ

Tn

)
, p = nie exp

(
− ϕ
Tp

)
, (5.4)

that couples concentrations and the potential in the equilibrium case. As the initial approxi-
mations for carrier temperatures we assume their equality to the lattice temperature.

Remark 5.1.Strictly speaking the initial approximations for the carrier temperatures have
to be computed, because the assumption of their equality to the lattice temperature may be
dubious in simulation of some semiconductor devices such as reverse-bias PIN microwave
diodes [40, 42]. However, in our numerical experiments we did not observe a deviation of the
computed initial-temperature from the given equilibrium values for more than 8% (this was
observed only in the neighbourhoods of p-n junctions).

Modelling semiconductor devices in high electric fields with the proposed schemes may
lead to computational overflow due to the exponential character of these schemes. In order to
avoid it, a special treatment of the Bernoulli functionsf (x), f1(x) and their derivatives has to
be implemented in the case whenx → 0 (details of this treatment in our experiments can be
found in [38]).

The choice of stopping criteria for numerical algorithms is another important issue in
modelling semiconductor devices. In our code we use the following criterion
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ε∗$ =


max
i
|$k+1

i −$k
i |, |$k+1

i | ≤ 1,

max
i

|$k+1
i −$k

i |
|$k+1

i |
, |$k+1

i |>1,
(5.5)

where$ is the corresponding function, for example,ϕ, n, Tn, etc. Other criteria may also
be chosen (see [13] and references therein). For example, in the one-dimensional case we
may estimate the error of the conservative property of the total current that flows through
the endpoints of the structure (i.e.endpoints of the interval[0,1]). An inconvenience of this
criterion becomes obvious for non-stationary problems where this quantity has to be checked
at each moment of the transient process and the bias current has to be taken into account.

Finally, we consider technical issues of the implementation of computational blocks(n, Tn)

and(p, Tp) connected with the solution of linearized systems of two coupled equations, con-
tinuity equation and the energy balance equation. For the sake of simplicity, we consider the
stationary electron system without the recombination term

81i

(
nm+1
i,i±1, (Tn)

m+1
i,i±1

) = 0, 82i

(
nm+1
i,i±1, (Tn)

m+1
i,i±1

) = 0, (5.6)

where

81i = 1

h∗i

(
Ain

m+1
i−1 + Binm+1

i+1 − Cinm+1
i

)
, (5.7)

82i = 1

h∗i

(
Ãi(En)

m+1
i−1 + B̃i(En)m+1

i+1 − C̃i(En)m+1
i

)
−[

−µnϕx̄x̂,i − µn

(Tn)i
(ϕx̆)

2+ (Tn)
m+1
i − 1

τnω(Tn)
m+1
i

]
(En)

m+1
i ,

(5.8)

m + 1 denotes the current iteration of Newton’s iterative process on which we determine
corrections to the solution,δ$m+1

k = $m+1
i −$m

i , andi is the index of the space grid point.
CoefficientsAi, Bi, Ci andÃi, B̃i , C̃i in (5.7)–(5.8) are determined by formulae (3.26)–(3.27)
(or (3.29)–(3.30)) and (3.36)–(3.38) (or (3.41)–(3.43) ), respectively.

The Equations (5.6), linearised with respect to correction terms, have the following form:

∑
k=i,i±1

[(
∂81i

∂nk

) ∣∣∣∣
m

δnm+1
k +

(
∂81i

∂(Tn)k

) ∣∣∣∣
m

δ(Tn)
m+1
k

]
= −81i

∣∣∣∣
m

,

∑
k=i,i±1

[(
∂82i

∂nk

) ∣∣∣∣
m

δnm+1
k +

(
∂82i

∂(Tn)k

) ∣∣∣∣
m

δ(Tn)
m+1
k

]
= −82i

∣∣∣∣
m

,

(5.9)

where derivatives in (5.9) are computed by the following formulae

∂81i

∂ni−1
= 1

h∗i
Ai,

∂81i

∂ni+1
= 1

h∗i
Bi,

∂81i

∂ni
= − 1

h∗i
Ci,

∂81i

∂(Tn)i−1
= 1

h∗i
nm+1
i−1 (Ai)

′,

∂81i

∂(Tn)i+1
= 1

h∗i
nm+1
i+1 (Bi)

′,
∂81i

∂(Tn)i
= − 1

h∗i
nm+1
i (Ci)

′,
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∂82i

∂ni−1
= 1

h∗i
Ãi (Tn)

m+1
i−1 ,

∂82i

∂ni+1
= 1

h∗i
B̃i(Tn)

m+1
i+1 ,

∂82i

∂ni
= − 1

h∗i
C̃i(Tn)

m+1
i −

[
−µnϕm+1

x̄x̂,i
− µn

(Tn)
m+1
i

(ϕm+1
x̆

)2+ (Tn)
m+1
i − 1

τnω(Tn)
m+1
i

]
(Tn)

m+1
i ,

∂82i

∂(Tn)i−1
= 1

h∗i
nm+1
i−1

[
Ãi + (Tn)m+1

i−1 (Ãi)
′
]
,

∂82i

∂(Tn)i+1
= 1

h∗i
nm+1
i+1

[
B̃i + (Tn)m+1

i+1 (B̃i)
′
]
,

∂82i

∂(Tn)i
= − 1

h∗i
nl+1
i

[
C̃i + (Tn)m+1

i (C̃i)
′
]
+ µnϕm+1

x̄x̂,i
nm+1
i − n

m+1
i

τ nω
.

As a result, we have a large sparse system of linear equations with the matrix 2(N + 1) ×
2(N + 1) that has a block-tridiagonal structure. More precisely, it consists of 4 blocks each of
which has(N +1)+2N non-zero elements. Hence, in the most general case the total number
of non-zero matrix entries cannot exceed 12N + 4.

Such systems of linear equations may be effectively solved using direct methods that use
the technology of sparse matrices (see [43] and references therein). In our experiments we
used two packages for the solution of arising sparse systems. In the first package the data was
packed into coupled lists. The program for the solution contains the algorithm for ordering
and minimization of the number of non-zero elements, algorithms of symbolic and numerical
factorization which are based on the representation of sparse matrices given by Singhal and
Vlach (see references in [43]). The second package was based on thesparse solverpresented
in [44].

One of the main features of mathematical problems in semiconductor device theory is a
large scattering of unknown quantities, the difficulty that has to be dealt with even for the
dimensionalised systems of PDEs. Since classical iterative methods require at least estimates
of spectrum boundaries for the guaranteed convergence, they may not be good candidates
in the context of semiconductor device modelling. It is more appropriate to apply methods
that do not require explicit knowledge of parameters that estimate the matrix spectrum. In
this sense variational-type methods such as Kreig’s method or methods based on biconjugate
gradients seem to be very promising. However, when these methods are applied, the procedure
for preconditioning requires special attention [45].

6. Numerical experiments

The constructed numerical schemes have been applied to modelling physical effects in electron-
hole plasma of semiconductors.

As an example we present results on the modelling of an+ − n− n+ ballistic diode. This
device is often used to model then+ − n− n+ channel in MEtal-Semiconductor Field-Effect
Transistors (MESFET) and the modelling of this device is considered by a number of authors
as a benchmark example [10, 17, 9]. The simulated diode is a unipolar device withn+−n−n+
structure that has a centraln region of length 0·4 µm bounded by twon+ regions of length
0·1 µm each. Then+ regions are doped at densityN = 5× 1017 cm−3 while then region is
doped atN = 2× 1015 cm−3 (see Figure 1 (left)).

On Figure 1 (right) we give the electron-concentration distribution calculated for the ap-
plied biases 0·1 V, 0·5 V and 1·0 V. As one expects, for these applied voltages the concen-
tration profile (see Figure 1 (right)) is similar to the shape of the doping distribution in the
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Figure 1. Dopant distribution in the ballistic diode (left) and concentration of electrons in normalised units (right).

Figure 2. Electric potential (left) and electron-temperature distribution (right).

structure. When the bias increases we observe a drop in the concentration values in the right
n+ region. The electric potential as a function of the position at 0·1, 0·5 and 1·0 V bias is
given on Figure 2 (left).

As follows from (2.38), we applied the bias at the right contact, while the left contact was
grounded. This plot demonstrates electric field distribution over the semiconductor structure
with the electron flow from left to right (note that this is opposite to the direction chosen in
[9]). One can notice a slight drop in the electric field near the junctionn+ − n (this drop leads
to a slight ‘cooling’ of electrons reported, for example, in [9] and assigned to a strong diffusion
effect opposite to the carrier motion) and its maximum value near the junctionn− n+.

Figure 2 (right) shows the electron-temperature distribution (presented in the energy units
for Tl = 0·025 eV) calculated for the three applied biases. A shift of the temperature peak to
the right as the applied bias increases is clearly visible on this plot. This is in agreement with
computational results obtained by other authors [17, 9].

The velocity profile, computed according to formula (2.32), is presented in Figure 3 (left).
We note that such a quantitative velocity overshoot cannot be identified with the classical

drift-diffusion model. Finally we display the ratiovn/c wherec is the sound speed computed
by the formula

c = √γ Tn/mn with γ = 5
3. (6.1)

This ratio, presented on Figure 3 (right), is sometimes refer to as the Mach number [10].
In [42] we reported some computational results on the simulation of physical processes

in the PIN diodes used extensively for microwave control applications such as microwave
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Figure 3. Electron velocity (left) and the Mach number in the ballistic diode (right).

switches and for electronically steered phased-array antennas [40]. Due to power-handling-
capability requirements, the analysis of such devices has to include thermal effects. The results
were obtained for a siliconp+−i−n+ diode structure in the stationary case. Such diodes may
be created by the molecular-beam epitaxy and are widely used as microwave switches. They
may work in both direct and reverse biased regimes. Under forward-bias conditions, these
devices exhibit a very low RF resistance, a higher conductivity and a larger breakdown com-
pared to standard PN diodes; whereas under reverse-bias conditions they exhibit a very low
constant capacitance. The latter case is also very interesting because the singular-perturbation-
scaling technique can typically describep − n junctions under reverse biasing conditions
only under small values of reverse biases. A singular perturbation analysis of reverse-biased
semiconductor diodes for large applied biases is a difficult problem even in the case of the
classical Van Roosbroek drift-diffusion model and is a topic of active research [39, 41]. These
devices require further theoretical analysis and computational experiments using different
models described in [5].

7. Conclusions and future directions

In this paper we considered a hierarchy of semiconductor device models using the relaxation
time concept. In order to describe nonlocal, non-equilibrium processes in electron-hole semi-
conductor plasma, we focused on the class of quasi-hydrodynamic models which provides
a reasonable compromise between kinetic, hydrodynamic and drift-diffusion models. These
models belong to a wider class of nonlocal models which require the development of effective
numerical procedures.

For the investigation of non-equilibrium and non-local processes in semiconductors we
proposed exponential monotone schemes and developed their algorithmic realisations. The
issues of the approximation of fluxes for these models, the problems of computational sta-
bility of the algorithmic realisations of the proposed schemes as well as their application to
the modelling of transport phenomena in semiconductor devices have been discussed. The
results of theoretical analysis were demonstrated with computational experiments. We note
that numerical schemes constructed in this work may be effectively applied to the investigation
of EHP in the region of collector junction of bipolar transistors (BJT) as well as in the drain
region of the Metal-Oxide Semiconductors (MOS). They can be used as a ‘building’ block
for modelling semiconductor supelattices and other layered structures in acousto- and opto-
electronics. The technological progress in the design of optoelectronics devices, such as laser
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diodes (semiconductor lasers), LCD (Liquid Crystal Displays), light-emitting diodes (LEDs),
and thin-film devices [46], requires further development of nonlocal mathematical models and
efficient numerical methods for the investigation of physical processes in such devices.

One of the major challenges in the analysis of mathematical models arising in micro/opto-
electronics consists of the investigation of a coupled system of equations with source terms:

∂u
∂t
+ ∂F1(u, v)

∂x
v = G1(u, v), A

∂v
∂x
= G2(u, v), (7.1)

whereu(x, t), v(x, t) ∈ Rm, A is a constant real matrix,(x, t) ∈ Rn × R+, F1 is a given
vector function andG1,G2 are source terms. We recall that the system (7.1) is a stiff system
of PDEs if the time scales introduced by the source terms,G1 andG2, are small compared to
characteristic speeds and some appropriate length scale [47]. The mathematical analysis and
the constructive solution of (7.1) in the class of piecewise-constant functions can be based on
the approximation by Riemann problems which are simpler to solve than the standard Cauchy
problem [48]. However, the solution of such a reduced problem may not exist. Alternatively,
using the perturbation technique the system (7.1) can be reduced to a perturbed equation
obtained by the substitution ofv, determined from the second equation of system (7.1), into
the first equation. The perturbed equation is typically written with respect to a new (perturbed)
variableuε (see, for example, [48]). However, as a result of such a reduction, the definition of
the parameter of perturbation,ε, in the reduced equation becomes coupled to the definition of
the source terms and the natural space for perturbations becomesL1 rather thanL2. Immediate
difficulties arising from this fact are that the flow map of the solution of the reduced equation
might not be differentiable with respect to linear structure ofL1 and the contractivity of the
flow for the perturbed equation with respect toL1-distance in the dimension higher than one
cannot be guaranteed in general. These difficulties present a challenge for future work.
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Appendix

The following notation for variables, constants and normalisation factors were used in this
paper (the reader may consult [49, 18, 6, 5] for further details):
n, p: concentrations of the majority (electrons) and minority (holes) carriers, respectively;
ϕ, E: electrostatic potential and electric field strenth respectively;
Tn, Tp: carrier temperatures;
F : the generation/recombination/ionisation term;
Pn, Pp: rates of energy losses by scattering on the lattice for electrons and holes, respectively;
Jn, Jp: current densities;
Qn,Qp: energy densities;
Dn (Dp), µn (µp): diffusion and mobility coefficients;
nie: effective intrinsic concentration of carriers;
Ũ , ϕ̃cont: applied voltage and the contact potential difference, respectively;
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ñ0, p̃0: initial concentrations of carriers;
f , f1: Bernoulli’s functions;
τnω , τnω : average energy relaxation times for electron and holes, respectively;
βn, βp: Peltier coefficients (taken 2·5);
vns , v

p
s : saturation velocities of carriers;

L: length of the semiconductor structure;
ϕcont: contact potential;
U : applied voltage;
T∗ = 0·0259: normalisation factor for temperature;
ϕ∗ = 0·0244: normalisation factor for the potential;
µ∗ = 1, D∗ = T∗: normalisation factors for the mobility and diffusion coefficient, respec-
tively;
t∗ = 5·0256× 10−6: time normalisation factor;
n∗ = 1·2877× 1012: concentration normalisation factor;
J∗ = 1·4349× 10−5: current density normalisation factor;
α∗ = 2·8571× 103, c∗ = 1·2× 10−19: normalisation factors for carrier ionisation and Auger
recombination coefficients, respectively;
cn, cp: coefficients of the Auger recombination (taken 2·9× 10−31 and 1·2× 10−31, respec-
tively);
q: electron charge (q = |q| taken 1·6× 10−19 Coulomb);
ε: relative dielectric permittivity of the semiconductor material (for Si it is 11·7 F/ cm−1);
ε0: relative dielectric permittivity of vacuum (taken 8·85× 10−14 F/ cm−1);
N , doping density of a device (the summarised concentration of dopants);
Ēn = 3nTn/2, Ēp = 3pTp/2: approximations of energy densities of carriers;
τnω , τpω : characteristic times of energetic relaxation (taken 0·43× 10−12 s);
Tl: lattice temperature (taken 300 K);
αn, αp: coefficients of collision ionization (taken 1× 10−3 and 1× 10−4, respectively);
me: electron mass;
mn = 0·26me: effective electron mass;
cs = √γ Tn/mn: sound speed, whereγ = 5/3 is the polytropic gas constant;
kb: Boltzmann constant (taken 1·3× 10−23);
τn, τp: carriers life times (taken 1·7× 10−5 s and 3·95× 10−4 s, respectively).
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